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Abstract—Integrated sensing and communication (ISAC) has
been regarded as one of the most promising technologies for
future wireless communications. However, the mutual interfer-
ence in the communication radar coexistence system cannot be
ignored. Inspired by the studies of reconfigurable intelligent
surface (RIS), we propose a double-RIS-assisted coexistence
system where two RISs are deployed for enhancing communi-
cation signals and suppressing mutual interference. We aim to
jointly optimize the beamforming of RISs and radar to maximize
communication performance while maintaining radar detection
performance. The investigated problem is challenging, and thus
we transform it into an equivalent but more tractable form
by introducing auxiliary variables. Then, we propose a penalty
dual decomposition (PDD)-based algorithm to solve the resultant
problem. Moreover, we consider two special cases: the large
radar transmit power scenario and the low radar transmit
power scenario. For the former, we prove that the beamforming
design is only determined by the communication channel and
the corresponding optimal joint beamforming strategy can be
obtained in closed-form. For the latter, we minimize the mutual
interference via the block coordinate descent (BCD) method. By
combining the solutions of these two cases, a low-complexity
algorithm is also developed. Finally, simulation results show that
both the PDD-based and low-complexity algorithms outperform
benchmark algorithms.

Index Terms—Spectrum sharing, radar-communication coex-
istence, reconfigurable intelligent surface, joint beamforming.

I. INTRODUCTION

The future wireless communication system will develop
towards high data rate and intelligentization to provide better
services [1]. To enable high data rate transmission, there
are two mainstream solutions. One is to push the wireless
communication spectrum towards the higher frequency, such
as millimeter waves [2] and even Terahertz waves [3]; the
other is to share frequency bandwidth with other systems.
Meanwhile, to realize the intelligent wireless communication
system, artificial intelligence (AI) is regarded as one of the
most potential techniques [7], [8], and massive sensing data
are necessary for designing and training the AI network.
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Further, the data can be obtained via deploying radar systems
in communication systems. Due to the above two demands,
integrated sensing and communication (ISAC) [4]–[6] has
recently attracted widespread attention in both academia and
industry since it can collect sensing data and improve spec-
trum efficiency simultaneously. Specifically, the studies of
ISAC focus on two aspects: 1) the dual-functional radar
and communication (DFRC) system [9]–[11], in which radar
and communication devices share the same hardware; 2) the
communication radar coexistence system [12], [13], in which
radar and communication devices are separated and share the
same frequency bandwidth. In this paper, we focus on the
latter, and existing relevant works mainly aim at suppressing
the mutual interference between two systems via joint radar
and communication beamforming design.

However, communication devices still suffer from perfor-
mance degradation in the communication radar coexistence
system. To further mitigate the mutual interference, we in-
troduce the reconfigurable intelligent surface (RIS) technique
[14], consisting of a large number of reconfigurable passive
reflection elements, into the coexistence system.1 By deploy-
ing two RISs at the communication transmitter and receiver,
respectively, the signal propagation among the transmitter,
receiver, and radar can be reconfigured. It brings two bene-
fits: enhance communication signal and suppress the mutual
interference, and thus can improve the performance of the
coexistence system.

A. Related Work

Recently, the null-space projection [22], [23], sophisticated
optimization techniques via joint beamforming design [24],
[25], and subcarrier (spectrum) allocation [26] have been
widely investigated in the existing works for addressing the
interference between radar and communication systems. A few
works have introduced RIS into ISAC [27]–[30]. The work
in [27] considered a RIS-assisted multiple-input multiple-
output (MIMO) DFRC system where a RIS is deployed near
a communication device to reduce mutual interference. To
achieve it, an alternating optimization (AO)-based method was
developed. In [28], the RIS has been employed for localization
and communication when there is no direct path between the

1RIS has been widely investigated in the communication system, and
existing studies show that it improves the communication performance at a
low cost via optimizing the beamforming matrix of RIS [15]–[19]. Specially,
it plays an important role against the spectrum sharing issue in the cognitive
radio system [20], [21]. Therefore, we are motivated to employ RIS in the
communication radar coexistence system.
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DFRC base station (BS) and sensing target. The RIS can be
adaptively partitioned into two parts for communication and
localization, respectively. The authors proposed a RIS passive
beamforming algorithm and a corresponding target localization
algorithm. The authors of [29] employed one RIS for both
sensing and communication in a more general scenario where
the direct path between the DFRC BS and target exists. The
goal is to maximize the radar signal-to-interference-plus-noise
ratio (SINR) under the communication SINR constraint, and
the AO approach was utilized to solve the corresponding
problem. Different from the above works, [30] focused on the
coexistence system and studied the spectrum sharing problem
between MIMO radar and multi-user communication systems
with the aid of RIS. The radar detection probability can be
maximized via beamforming optimization. We should note
that the previous studies only consider one RIS and the
deployment of double distributed RISs has not been studied
in the communication radar coexistence system. Meanwhile, it
has been validated that deploying two RISs in communication
systems can bring higher performance improvement compared
to the single-RIS-assisted system [17]. Inspired by this, we
seek to investigate a double-RIS-assisted communication radar
coexistence system to further mitigate the mutual interference
by efficient joint beamforming design.

B. Main Contributions

In this paper, we consider a classic scenario where a pair
of communication transmitter and receiver share the same
frequency bandwidth with a radar.2 Unlike the single-RIS-
assisted system in [30] and the conventional system without
RIS, we propose a double-RIS-assisted communication radar
coexistence system where two RISs are placed near the com-
munication transmitter and receiver, respectively. Particularly,
the RIS placed near the transmitter is used to suppress inter-
ference from the transmitter to the radar, and the RIS placed
near the receiver is used to cancel interference from the radar
to the receiver. We aim at maximizing the communication per-
formance by jointly optimizing the active beamforming matrix
at the radar and the passive beamforming matrices at the RISs
while ensuring the radar detection performance under the radar
transmit power constraint. To solve the formulated problem,
we propose a double-loop penalty dual decomposition (PDD)-
based algorithm [32]–[34]. Specifically, in the inner loop, the
concave-convex procedure (CCCP) [35] is adopted for dealing
with the difference-of-convex (DC) function, and the variables
are updated in a block coordinate descent (BCD) fashion.
In the outer loop, the Lagrange multipliers or the penalty
parameter are updated. The proposed PDD-based algorithm
converges to a stationary point of the original problem. After
that, we study two special cases and develop a low-complexity
algorithm. The main contributions are summarized as follows.

• To suppress the mutual interference, we propose a
novel double-RIS-assisted communication radar coexis-
tence system with two RISs equipped near the transmitter
and receiver, respectively. We then seek to maximize the

2Our proposed techniques can also be extended to the general case with
multiple receivers.

communication SINR by jointly optimizing the active and
passive beamforming matrices under the radar detection
constraint.

• By introducing auxiliary variables, we transform the
original problem into a more tractable form and develop a
PDD-based algorithm to solve it, which can be guaranteed
to converge to a stationary point of the original problem.
Moreover, the corresponding computational complexity
of the proposed algorithm is also analyzed.

• We consider two special cases: the large radar trans-
mit power scenario and the low radar transmit power
scenario. For the former, we derive the closed-form
optimal solution of the joint beamforming design. For the
latter, the mutual interference is minimized via the BCD
method. Then, a low-complexity algorithm is developed
by combining these two cases.

• Simulation results are presented to validate our analysis
and verify the effectiveness of the proposed double-RIS-
assisted system by comparing it with the conventional
systems. Besides, The performance comparison among
the proposed algorithms and benchmark algorithms is
provided.

C. Organization

The rest of this paper is organized as follows. Section II
introduces the system model and formulates the optimization
problem. In Section III, we develop a PDD-based algorithm to
solve the problem. A low-complexity algorithm is developed
in Section IV. The simulation results are presented in Section
V, and the whole paper is concluded in Section VI.

Notations: In this paper, scalars are denoted by lower case,
vectors are denoted by boldface lower case, and matrices
are denoted by boldface upper case. I represents an identity
matrix and 0 denotes an all-zero vector. (·)∗, (·)T , and (·)H
denote complex conjugate, transpose, and Hermitian transpose,
respectively. For a matrix A, diag(A) denotes a vector whose
elements are the corresponding ones on the main diagonal of
A, A(:, n) denotes the n-th column vector, A(n, :) denotes
the n-th row vector, and ||A|| denotes its Frobenius norm.
For a vector a, Diag(a) denotes a diagonal matrix with each
diagonal element being the corresponding element in a, a(n)
denotes the n-th element, and ||a|| represents its Euclidean
norm. ℜ (·) denotes the real value of a complex scalar and
| · | represents the absolute value of a complex scalar. Cm×n

(Rm×n) denotes the space of m× n complex (real) matrix.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first introduce the model of the double-
RIS-assisted communication radar coexistence system and
then mathematically formulate the optimization problem of
interest.

A. System Model

In this paper, we consider a double-RIS-assisted commu-
nication radar coexistence system containing a phased-array
radar and a pair of communication transmitter and receiver,
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TABLE I
NOTATIONS OF WIRELESS CHANNELS

Wireless channel Notation Wireless channel Notation Wireless channel Notation
Transmitter–Receiver htr ∈ C RIS 2–Receiver h2r ∈ CN2×1 RIS 1–Receiver h1r ∈ CN1×1

Transmitter–RIS 1 ht1 ∈ CN1×1 Radar–Receiver hsr ∈ CM×1 Radar–RIS 2 Hs2 ∈ CN2×M

Transmitter–RIS 2 ht2 ∈ CN2×1 RIS 1–Radar H1s ∈ CM×N1

Transmitter–Radar hts ∈ CM×1 RIS 1–RIS 2 H12 ∈ CN2×N1

Fig. 1. Double-RIS-assisted communication radar coexistence system.

as shown in Fig. 1. The radar and communication devices
share the same frequency band. The radar is equipped with
M transmit and receive antennas. It aims at successively
detecting the targets in K directions in a detection epoch.
For simplicity, we assume that the communication transmitter
and receiver are both equipped with a single antenna. Two
RISs, namely RIS 1 and RIS 2, are placed near the transmitter
and receiver, respectively, to reconfigure wireless channels in
order to enhance the communication signal while suppressing
the mutual interference between radar and communication
systems. Specifically, they are equipped with N1 and N2

reflecting elements, respectively. The wireless channels in the
proposed system are listed in Table I.3

B. Radar Model
Within a radar detection epoch, there are K detection

directions, denoted by {θk},∀k ∈ K ≜ {1, . . . ,K}. The
length of detection time in each direction θk, i.e., pulse
repetition interval (PRI), is denoted by L. Thus, the duration
of one detection epoch is KL. In each PRI, the probing pulse
is transmitted in the first time index, i.e., l = 1, and the echo
signal from the target is assumed to be received at the time
index lr. Then, the probing pulse of the radar can be expressed
as

xr[l] =

{
uks

r
k, l = (k − 1)L+ 1,∀k,

0, l ̸= (k − 1)L+ 1,∀k, (1)

where uk ∈ CM×1 and srk denote the radar transmit beam-
forming vector and the radar signal for direction θk, respec-
tively. Therefore, the transmit power consumption for θk is
||uk||2 since we assume E

{
(srk)

∗
srk
}
= 1.

3To investigate the joint beamforming design, we assume that the radar,
communication devices, and RISs are connected to a central controller.
The controller can effectively schedule and obtain all the required channel
information based on efficient RIS-related channel estimation algorithms [36],
[37].

Then, the echo from the target in direction θk is given by

yr,e
k [l] = αka(θk)a

T (θk)x
r[l − lr], (2)

where a(θ) ≜
[
1, ej

2π∆
λo

π sin(θ), · · · , ej
2π∆
λo

(M−1) sin(θ)
]T

∈
CM×1 with ∆ being the antenna spacing and λo being the
wavelength, and αka(θk)a

T (θk) ∈ CM×M represents the
channel matrix. In addition, the received signal at the radar
contains the interference from the communication transmitter.
There are two links between the transmitter and the radar,
namely, the “transmitter–radar” link and the “transmitter–RIS
1–radar” link.4 Thus, the interference from the transmitter to
the radar can be expressed as

yr,i
k [l] = (hts +H1sΦ1ht1)

√
pcsc[l], (3)

where Φ1 = Diag(ejϕ1,1 , · · · , ejϕ1,N1 ) ∈ CN1×N1 denotes
the diagonal passive beamforming matrix at RIS 1 with 0 ≤
ϕ1,n ≤ 2π,∀n, sc[l] is the communication transmit signal, and
pc is the corresponding transmit power. By defining Hts ≜
H1sDiag(ht1) and ϕ1 ≜

[
ejϕ1,1 , · · · , ejϕ1,N1

]T
, the interfer-

ence can be rewritten as yr,i
k [l] = (hts +Htsϕ1)

√
pcsc[l].

Based on the above, for the target in direction θk, the
received signal at the radar can be expressed as

yr
k[l] =αka(θk)a

T (θk)x
r[l − lr]

+ (hts +Htsϕ1)
√
pcsc[l] + n0[l], (4)

where n0[l] ∼ CN
(
0, σ2I

)
is the complex circular Gaussian

noise vector with zero mean and covariance σ2
rI , including

the clutter and the additive white Gaussian noise.
After receiving the signal, the receive beamforming vector

wk is utilized for detecting the echo from direction θk and the
corresponding SINR can be given as

SINRr
k =

∣∣wkαka(θk)a
T (θk)uk

∣∣2
σ2 |wk|2 + pc |wk (hts +Htsϕ1)|

2 , ∀k. (5)

C. Communication Model

With the aid of RISs, the transmitter communicates with the
receiver through four wireless links, namely, the “transmitter–
receiver” link, the “transmitter–RIS 1–receiver” link, the
“transmitter–RIS 2–receiver” link, and the “transmitter–RIS 1–
RIS 2–receiver” link. In the meanwhile, the signal from radar,
i.e., xr[l], interferes with the communication receiver via two
wireless links: the “radar–receiver” link and the “radar–RIS

4Based on the product-distance path loss model [16], the average received
signal power through the “transmitter–RIS 2–radar” link is much lower than
that through the “transmitter–radar” link or the “transmitter–RIS 1–radar” link.
Therefore, we neglect the “transmitter–RIS 2–radar” link.
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2–receiver” link. Therefore, the received signal at the receiver
at time index l can be expressed as

yc[l] =
(
hH
sr + hH

2rΦ2Hs2

)
xr[l]︸ ︷︷ ︸

interference from the radar

+n0[l]

+
(
htr+hH

1rΦ1ht1+hH
2rΦ2ht2+hH

2rΦ2H12Φ1ht1

)√
pcsc[l]︸ ︷︷ ︸

communication signal

,

(6)

where Φ2 = Diag(ejϕ2,1 , · · · , ejϕ2,N2 ) ∈ CN2×N2 denotes
the diagonal passive beamforming matrix at RIS 2 with
0 ≤ ϕ2,n ≤ 2π,∀n, and n0[l] ∼ CN

(
0, σ2

)
represents the

complex white Gaussian noise at the receiver with zero mean
and variance σ2.

By defining gtr ≜ Diag(h∗
t1)h1r, f tr ≜ Diag(h∗

t2)h2r,
Htr ≜ Diag(h∗

2r)H12Diag(ht1), Hsr ≜ Diag(h∗
2r)Hs2,

and ϕ2 ≜
[
ejϕ2,1 , · · · , ejϕ2,N2

]T
, the received signal can be

rewritten as

yc[l] =
(
htr + gH

trϕ1 + fH
trϕ2 + ϕT

1 Htrϕ2

)√
pcsc[l]

+
(
hH
sr + ϕT

2 Hsr

)
xr[l] + n0[l]. (7)

Then, the overall energy of the received signal during one
radar detection epoch is given by

E

(
KL∑
l=1

(yc[l])
H
yc[l]

)

=KLpc
∣∣∣htr + gH

trϕ1 + fH
trϕ2 + ϕT

1 Htrϕ2

∣∣∣2︸ ︷︷ ︸
communication signal

+

K∑
k=1

∣∣∣hH
sruk + ϕT

2 Hsruk

∣∣∣2︸ ︷︷ ︸
interference

+KLσ2︸ ︷︷ ︸
noise

. (8)

We adopt the average communication SINR as the metric for
the communication performance, which can be expressed as

SINRc =
KLpc

∣∣∣htr + gH
trϕ1 + fH

trϕ2 + ϕT
1 Htrϕ2

∣∣∣2
KLσ2 +

∑K
k=1

∣∣∣hH
sruk + ϕT

2 Hsruk

∣∣∣2 . (9)

D. Problem Formulation

In this paper, we aim at maximizing the communication
performance while guaranteeing the radar detection perfor-
mance for each detection direction. The radar performance
is positively associated with the radar SINR [31]. Therefore,
the communication SINR maximization problem can be for-
mulated as

max{uk,wk,

ϕ1,ϕ2

}KLpc
∣∣∣htr+gH

trϕ1+fH
trϕ2+ϕT

1 Htrϕ2

∣∣∣2
KLσ2 +

K∑
k=1

∣∣∣hH
sruk + ϕT

2 Hsruk

∣∣∣2 , (10a)

s.t.

∣∣wH
k αka(θk)a

T (θk)uk

∣∣2
σ2 |wk|2+pc

∣∣wH
k (hts+Htsϕ1)

∣∣2 ≥γr,∀k, (10b)

K∑
k=1

||uk||2 ≤ Pmax, (10c)

|ϕ1(n)| = 1, |ϕ2(n)| = 1, ∀n, (10d)

where γr denotes the SINR threshold and constraint (10b)
guarantees the radar detection performance for each direction.
Constraint (10c) denotes the radar transmit power limitation,
where Pmax is the budget of the total radar power consump-
tion. Constraint (10d) denotes the uni-modulus constraint on
all elements of the RIS passive beamforming vector.

Problem (10) is difficult to solve due to the highly coupled
and nonconvex objective function and constraints. Thus, in the
following section, we seek to propose a joint beamforming
design algorithm to solve this problem.

III. JOINT BEAMFORMING DESIGN ALGORITHM

In this section, we first provide a brief overview of the
PDD framework, and then transform problem (10) into a more
tractable but equivalent form by introducing some auxiliary
variables and equality constraints. After that, we propose a
novel PDD-based algorithm to solve the converted problem,
where the augmented Lagrangian (AL) terms are combined
into the objective function and an AL problem is formulated.
The proposed PDD-based algorithm has double loops. In
the outer loop, we update the dual variables or the penalty
parameter, while in the inner loop, we solve the AL problem.

A. PDD Framework

We briefly introduce the general framework of the PDD
method in the following. Consider the following problem

P : min
x∈X

f(x), (11a)

s.t. h(x) = 0, (11b)
g(x) ≤ 0, (11c)

where f(x) is a scalar continuously differentiable function,
X ⊆ Rn is a closed convex set, h(x) ∈ Rp×1 is a vector of
p continuously differentiable functions, and g(x) ∈ Rq×1 is a
vector of q continuously differentiable but possibly nonconvex

Algorithm 1: PDD Framework for Problem P .

1 Initialize x(0) ∈ X , ρ(0) > 0, η(0) > 0, λ, and set
0 ≤ c ≤ 1, i = 0.

2 repeat
3 % Solve the AL problem

4 x(i+1) = optimize
(
P
(
ρ(i),λ(i)

)
,x(i)

)
;

5 if ||h(x(i+1))||∞ ≤ η(i) then

6 λ(i+1) = λ(i) +
1

ρ(i)
h(x(i+1)), ρ(i+1) = ρ(i);

7 else
8 λ(i+1) = λ(i), ρ(i+1) = cρ(i);
9 end

10 η(i+1) = 0.7||h(x(i))||∞;
11 i = i+ 1;
12 until some termination criterion is met.
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functions. As shown in Algorithm 1, the double-loop PDD
framework can be employed for solving the general problem
P . To be specific, in the inner loop, it focuses on solving the
following AL problem P

(
ρ(i),λ(i)

)
, which is subsumed by

the “optimize” function:

P
(
ρ(i),λ(i)

)
: min
x∈X

L(i)(x) ≜ f(x)

+
1

2ρ(i)

∣∣∣∣∣∣h(x) + ρ(i)λ(i)
∣∣∣∣∣∣2 , (12a)

s.t. g(x) ≤ 0, (12b)

where L(i)(x) denotes the AL function with the dual variable
λ(i) and penalty factor ρ(i), and i denotes the current iteration
number of the outer loop. According to [32], solving problem
P
(
ρ(i),λ(i)

)
produces an identical solution to problem P

when ρ(i) → 0. In the outer loop, the dual variable λ(i)

or penalty factor ρ(i) are updated in terms of the constraint
violation ||h(x(i))||∞ that is used for measuring the violation
of the constraint h(x) = 0. The convergence of the PDD
method has been proved in [33] and [34], demonstrating that
x(i) obtained by the PDD method converges to a stationary
point of problem P . Moreover, in Algorithm 1, ρ, c, and η are
set empirically.

B. Problem Transformation and AL Problem

Before applying the PDD framework, we can find that
there are two difficulties for solving the communication SINR
maximization problem (10), as follows.

• The objective function contains a fractional coupling
term.

• Constraint (10b) is highly coupled and the PDD frame-
work cannot be applied directly.

To deal with them, in the following, we introduce some aux-
iliary variables and transform problem (10) into an equivalent
but more tractable form. First of all, regarding the objective
function of problem (10), we have the following Lemma.

Lemma 1: By introducing an auxiliary variable v ∈ C,
the objective function of problem (10) can be equivalently
reformulated as the following one without influencing the
optimality:

min{uk,wk,

v,ϕ1,ϕ2

} |v|2
(
KLσ2 +

K∑
k=1

∣∣∣hH
sruk + ϕT

2 Hsruk

∣∣∣2)

−2ℜ
(
v∗
√
KLpc

(
htr + gH

trϕ1

+fH
trϕ2+ϕT

1 Htrϕ2

))
. (13)

Proof: The proof can be found in [38] and the detailed
derivation is omitted for brevity.

Then, to apply the PDD framework, we need to deal with
the highly coupling inequality constraint (10b). Therefore, we
introduce auxiliary variables xk and yk, ∀k with the following
equality constraints

xk = wH
k a(θk)a

T (θk)uk, ∀k, (14)

yk = wH
k (hts +Htsϕ1) , ∀k. (15)

Thus, constraint (10b) can be rewritten as

γr
(
σ2 |wk|2 + pc |yk|2

)
− |αk|2|xk|2 ≤ 0, ∀k. (16)

By dualizing and penalizing the constraints (14) and (15) into
objective function with dual variables {λk,1, λk,2,∀k} and
penalty factor ρ, we can obtain the following AL problem
for the inner loop of the PDD framework

min
X

|v|2
(
KLσ2 +

K∑
k=1

∣∣∣hH
sruk + ϕT

2 Hsruk

∣∣∣2)
−2ℜ

(
v∗
√

KLpc
(
htr + gH

trϕ1 + fH
trϕ2

+fH
trϕ2+ϕT

1 Htrϕ2

))
+

1

2ρ

K∑
k=1

(
|xk −wH

k a(θk)a
T (θk)uk + ρλk,1|2

)
+

1

2ρ

K∑
k=1

(
|yk −wH

k (hts +Htsϕ1) + ρλk,2|2
)
, (17)

s.t. (10c), (10d), and (16),

where X ≜ {v,uk,wk,ϕ1,ϕ2, xk, yk} represents the set of
optimization variables.

With the aid of the PDD framework and Lemma 1, we
can see that problem (17) is equivalent to problem (10) when
ρ → 0. In the following subsection, we will focus on solving
the AL problem (17) in the inner loop.

C. Proposed CCCP-Based Algorithm for Solving Problem
(17)

Let us solve the AL problem (17) in the inner loop. It is
still difficult since constraint (16) is nonconvex, which is a
DC function. Fortunately, according to the CCCP approach
[35], in the inner loop, we can approximate this constraint by
linearization. First, constraint (16) can be rewritten as

f1,k(wk, yk)− f2,k(xk) ≤ 0, ∀k, (18)

where

f1,k(wk, yk) = γr
(
σ2 |wk|2 + pc |yk|2

)
, (19)

f2,k(xk) = |αk|2|xk|2. (20)

Then, we approximate the convex function f2,k(xk) in the j-
th iteration around the current point x(j)

k by utilizing its first
order Taylor expansion, as

f̂2,k

(
x
(j)
k , xk

)
= |αk|2

(
2ℜ
((

x
(j)
k

)∗
xk

)
−
∣∣∣x(j)

k

∣∣∣2) . (21)

Then, constraint (16) can be approximated as

f1,k(wk, yk)− f̂2,k

(
x
(j)
k , xk

)
≤ 0, ∀k. (22)

The solution obtained based on the constraint (22) is feasi-
ble to problem (17) according to the CCCP approach. The
corresponding problem is

min
X

|v|2
(
KLσ2 +

K∑
k=1

∣∣∣hH
sruk + ϕT

2 Hsruk

∣∣∣2)
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−2ℜ
(
v∗
√
KLpc

(
htr + gH

trϕ1 + fH
trϕ2

+fH
trϕ2+ϕT

1 Htrϕ2

))
+

1

2ρ

K∑
k=1

(
|xk −wH

k a(θk)a
T (θk)uk + ρλk,1|2

)
+

1

2ρ

K∑
k=1

(
|yk −wH

k (hts +Htsϕ1) + ρλk,2|2
)
, (23)

s.t. (10c), (10d), and (22),

which becomes a convex problem. By utilizing the CCCP
approach, x(j)

k converges to a stationary point of problem (23).
To solve problem (23), we can employ the BCD method

[32]. The variables can be divided into four blocks and
they are updated successively by solving the corresponding
subproblems. Specifically, the details of the subproblems and
their solutions are shown as follows.

In Step 1, we optimize v, {wk, xk, yk} in parallel by
fixing the other variables. For optimizing v, we consider the
following subproblem:

min
v

|v|2a− 2ℜ (v∗b) , (24)

where a ≜ KLσ2+
∑K

k=1

∣∣∣hH
sruk + ϕT

2 Hsruk

∣∣∣2 and b ≜
√
KLpc

(
htr + gH

trϕ1 + fH
trϕ2 + ϕT

1 Htrϕ2

)
. Based on the

first order optimality condition, the optimal solution to prob-
lem (24) is given by

v⋆ = b/a. (25)

The subproblem for {wk, xk, yk} is given by

min
wk,xk,yk

|xk−wH
k qk+ρλk,1|2+|yk−wH

k f+ρλk,2|2, (26)

s.t. (22),

where qk ≜ a(θk)a
T (θk)uk and f ≜ (hts +Htsϕ1). The

optimal solution to this subproblem, denoted by {w⋆
k, x⋆

k, y⋆k},
can also be solved by using the Lagrange multiplier method
and the first order optimality condition. The detailed derivation
is provided in Appendix A.

In Step 2, we optimize uk by fixing the other variables and
the corresponding subproblem is given by

min
uk

|v|2
K∑

k=1

∣∣pHuk

∣∣2+ 1

2ρ

K∑
k=1

|hH
k uk−xk−ρλk,1|2, (27a)

s.t. (10c), (27b)

where p ≜ (hH
sr+ϕT

2 Hsr)
H and hk ≜

(
wH

k a(θk)a
T (θk)

)H
.

The optimal solution to this subproblem, denoted by u⋆
k, can

be obtained by utilizing the Lagrange multiplier method and
the first order optimality condition. The detailed derivation is
also provided in Appendix A.

In Step 3, we optimize ϕ1(n), ∀n sequentially by fixing
the other variables. The subproblem with respect to ϕ1(n) is
given by

min
ϕ1(n)

−ℜ (anϕ1(n)) +
1

ρ

K∑
k=1

(ℜ (bk,nϕ1(n)))

+
1

2ρ

K∑
k=1

(
|wH

k Hts(:, n)|2|ϕ1(n)|2
)
, (28a)

s.t |ϕ1(n)| = 1, (28b)

where bk,n≜

(∑
i ̸=n

wH
k Hts(:, i)ϕ1(i)−(yk−wH

k hts+ρλk,2)

)∗

(
wH

k Hts(:, n)
)

and an≜2v∗
√
KLpc

(
gH
tr(n)+Htr(n, :)ϕ2

)
.

Then, the optimal solution is

ϕ⋆
1(n) = exp

(
jπ − j∠

(∑K
k=1 bk,n
ρ

− an

))
. (29)

In Step 4, we optimize ϕ2(n), ∀n sequentially by fixing the
other variables. The corresponding subproblem is given by

min
ϕ2(n)

2|v|2
K∑

k=1

ℜ (ck,nϕ2(n))− 2ℜ (dnϕ2(n))

+|v|2
K∑

k=1

|Hsr(n, :)uk|2|ϕ2(n)|2, (30a)

s.t |ϕ2(n)| = 1, (30b)

where dn ≜ v∗
√
KLpc

(
fH
tr(n) + ϕT

1 Htr(:, n)
)

and ck,n ≜(∑
i̸=n

Hsr(i, :)ukϕ2(i)+ hH
sruk

)∗

Hsr(n, :)uk. Then, the op-

timal solution to this subproblem is given by

ϕ⋆
2(n) = exp

(
jπ − j∠

(
|v|2

K∑
k=1

ck,n − dn

))
. (31)

So far, we have solved all subproblems with closed-form
solutions and the proposed CCCP-based algorithm for problem
(17) is summarized in Algorithm 2, where we implement four
updating steps in each iteration.

Algorithm 2: Proposed CCCP-Based Algorithm in the
Inner Loop.

1 Initialize variables X = {v,uk,wk,ϕ1,ϕ2, xk, yk}.
Set the tolerance of accuracy ϵ1, the maximum
number of iterations Imax, and the iteration number
j = 0.

2 repeat
3 Update v, {wk, xk, yk} in Step 1;
4 Update uk in Step 2;
5 Update ϕ1 in Step 3;
6 Update ϕ2 in Step 4;
7 j = j + 1;
8 until the gap between consecutive values of the

objective function is under ϵ1 or j > Imax.

D. Summary of the Proposed PDD-based Algorithm

Recall that we aim at solving the original problem (10) by
utilizing the PDD framework as shown in Algorithm 1 and
the structure of the proposed PDD-based algorithm is shown
in Fig. 2. In the inner loop, we solve the AL problem (17) by
utilizing the proposed CCCP-based algorithm, and then update
the dual variables {λk,1, λk,2} or the penalty factor ρ in the
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Fig. 2. The structure of the proposed PDD-based algorithm.

outer loop. Specially, the penalty factor is decreased with a
constant c (0 < c < 1) and the dual variables are updated in
the i-th iteration based on the following expressions

λ
(i+1)
k,1 =λ

(i)
k,1+

1

ρ(i)

(
x
(i)
k −

(
w

(i)
k

)H
a(θk)a

T (θk)u
(i)
k

)
,∀k,

(32)

λ
(i+1)
k,2 =λ

(i)
k,2+

1

ρ(i)

(
y
(i)
k −

(
w

(i)
k

)H(
hts +Htsϕ

(i)
1

))
,∀k.

(33)

We define the constraint violation indicator as

h(X) =max
{∣∣xk −wH

k a(θk)a
T (θk)uk

∣∣ ,∣∣yk −wH
k (hts +Htsϕ1)

∣∣ ,∀k} . (34)

By comparing the value h(X) with the tolerance of accuracy,
we can determine the termination of the outer loop. According
to the analysis in [33], the proposed PDD-based algorithm
converges to a stationary point of the communication SINR
maximization problem (10).

Regarding the computational complexity, the proposed
PDD-based algorithm has double loops, where the maximum
iteration numbers of the outer loop and inner loop are Iomax

and Imax, respectively. In each iteration of the inner loop,
we need to perform four steps. The computational com-

plexities of four steps are O
(
K

(
M2(N1 + 1) + log

I0
ϵ

))
,

O
(
K

(
M2(N2 + 1) + log

I0
ϵ

))
, O

(
N2

1M +N1N2

)
, and

O
(
N2

2M +N1N2

)
, respectively, where I0 is the initialized

interval length and ϵ is the tolerance of accuracy for the
bisection search. Therefore, the total computational complexity
for the proposed PDD-based algorithm is

O
(
IomaxImax

(
K(N1 +N2)M

2 + 2K log
I0
ϵ

+N2
1M +N2

2M + 2N1N2

))
. (35)

IV. SPECIAL CASE ANALYSIS AND LOW-COMPLEXITY
ALGORITHM

To gain more insights for the double-RIS-assisted communi-
cation radar coexistence system, we first analyze the relation-
ship between the radar power budget and the interference from
the radar to the communication receiver. Then, we consider
two special cases: one with large radar power and the other
with low radar power. Moreover, a low-complexity design
algorithm is composed based on the solutions to the special
cases.

A. Effect of the Radar Power Budget

To analyze the effect of the radar power budget Pmax,
we first obtain the optimal radar beamforming design under
the given RIS passive beamforming vectors. To maximize
the communication SINR in problem (10), the radar transmit
and receive beamforming vectors, i.e., uk and wk, tend to
be designed to avoid the interference from the radar to the
communication receiver. Therefore, we have the following
Lemma.

Lemma 2: The optimal solution to problem (10) under
the given passive RIS beamforming vectors, denoted by{
wR,⋆

k ,uR,⋆
k

}
, can be expressed as

uR,⋆
k =


√
γ̂ka

∗(θk)−
ĥ
T

sre
∗
kĥ

H

sra(θk)
∗

|ĥ
H

srek|2 + λ̂⋆

√
γ̂kek,

if |ĥ
H

srek| ≠ 0,√
γ̂ka

∗(θk), otherwise,

(36)

wR,⋆
k =

(
σ2I + pcĥtsĥ

H

ts

)−1

a(θk)a
T (θk)u

R,⋆
k , (37)

where γ̂r
k ≜

γrσ2

|αk|2

(
1− pca(θk)

H ĥtsĥ
H

tsa(θk)

σ2 + pcĥ
H

tsĥts

)−1

, ek ≜

ĥsr − (a(θk)
T ĥsr)a

∗(θk)

||ĥsr − (a(θk)T ĥsr)a∗(θk)||
, ĥsr ≜ hsr + HH

srϕ
∗
2, ĥts ≜

hts +Htsϕ1, and λ̂⋆ is the optimal Lagrange multiplier for

constraint (10c). λ̂⋆ satisfies λ̂⋆

(
K∑

k=1

∣∣∣∣∣∣uR,⋆
k

∣∣∣∣∣∣2−Pmax

)
= 0.

Proof: Please refer to Appendix B.
Then, the corresponding maximized communication SINR can
be expressed as

SINRc,R,⋆=
KLpc

∣∣∣htr+gH
trϕ1+fH

trϕ2+ϕT
1 Htrϕ2

∣∣∣2
KLσ2 +

∑K
k=1

∣∣∣ĥH

sru
R,⋆
k

∣∣∣2 .(38)

Assuming |ĥ
H

srek| ≠ 0,∀k 5, we have the following Theorem
to show the relationship between the radar power budget and
the communication SINR.

Theorem 1: The interference from the radar to the commu-
nication receiver decreases with the radar power budget, and
thus the communication SINR increases with the radar power
budget. Specially, when the radar power budget is sufficiently

5We should note that this condition can be satisfied in most cases, therefore,
in the following we discuss the results based on this condition.
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large, the interference from the radar to the communication
receiver is zero and the communication SINR is expressed as

SINRc,R,⋆ =
pc
∣∣∣htr + gH

trϕ1 + fH
trϕ2 + ϕT

1 Htrϕ2

∣∣∣2
σ2

. (39)

Proof: Please refer to Appendix C.
Lemma 2 gives the optimal radar beamforming vector

design under the given RIS passive beamforming vectors. The
vectors, i.e., a∗(θk) and ek, determine the radar beamforming
for direction θk together. Specifically, the power allocated
to the steering vector a(θk) affects the radar SINR, and
ek is related to the interference channel vector hsr and is
orthogonal to a∗(θk). The power allocated to ek is utilized
for reducing the interference to the communication receiver.
Therefore, when the radar transmit power is sufficiently large,
the power can be allocated to a∗(θk) to satisfy the radar SINR
requirement, and to ek for avoiding the interference to the
communication receiver. In this case, the communication SINR
is not influenced by the radar system.

Motivated by Theorem 1, we can consider two special cases:
one with large radar power and the other with low radar
power. In the former one, the interference from the radar to
the communication receiver is zero, and in the latter one, the
interference dominates the communication SINR performance.

B. Special Case 1: Large Radar Power
We first assume that the radar power budget Pmax is

sufficiently large, which is practical. Then, according to The-
orem 1, the interference from the radar to the receiver is
zero. Therefore, the RIS passive beamforming vectors are
designed for enhancing the communication signal only, i.e.,
to maximize the SINRc,R,⋆. Furthermore, based on Lemma 2,
by ignoring the influence provided by the “transmitter–RIS 1–
RIS 2–receiver” link6, we can obtain the optimal beamforming
vectors in closed-form as presented in the following Lemma.

Lemma 3: If we assume ||Htr|| ≪ ||f tr||, the optimal
phase shifts of RISs can be given by

ϕR,⋆
1,n = exp (j∠htr − j∠gtr(n)) , ∀n, (40)

ϕR,⋆
2,n = exp (j∠htr − j∠f tr(n)) , ∀n. (41)

The corresponding maximized communication SINR is given
by

SINRc,R,⋆=
pc
∣∣∣|htr|+

∑N1

n=1 |gtr(n)|+
∑N2

n=1 |f tr(n)|
∣∣∣2

σ2
.

(42)
Proof: It is readily to prove this Lemma and we omit the

details for brevity.
Based on Lemma 2 and Lemma 3, we can obtain the optimal

solution to the communication SINR maximization problem
(10) without constraint (10c) in closed-form. To summarize,
the optimal solutions of the radar beamforming design are
given in (36) and (37) and the optimal passive beamforming
vectors at the RISs in this case are given in (40) and (41).

6This assumption is reasonable according to the product-distance path loss
model [16], the channel gain is relatively low after twice reflections under
most circumstances.

Then, the sufficient condition of this special case can be
given in the following Theorem.

Theorem 2: When the following condition is met, the radar
power is large and this special case occurs.

K∑
k=1

∣∣∣∣∣∣uR,⋆
k

∣∣∣∣∣∣2 =

K∑
k=1

γ̂k

(
1− |ĥ

H

sra
∗(θk)|2

|ĥ
H

srek|2

)
≤ Pmax. (43)

Proof: This Theorem can be easily proved and we omit
the details for brevity.

Next, we further analyze this special case by comparing the
performance of the proposed double-RIS-assisted communi-
cation radar coexistence system with that of the conventional
communication radar coexistence system without RIS. The
optimal radar beamforming design in Lemma 2 and results
in Theorem 1 can also be applied to the conventional system
without RIS and the corresponding communication SINR be
expressed as

SINRc,N,⋆ =
pc |htr|2

σ2
, (44)

where the interference from radar to the receiver also is zero.
Then, the performance gap between the proposed system and
the conventional system is presented in the following Theorem.

Theorem 3: In this special case, the performance of the
double-RIS-assisted communication radar coexistence system
is higher than that of the conventional communication radar
coexistence system without RIS, and the performance gap is
given by

∆SINRc

=

pc
∣∣∣∣|htr|+

N1∑
n=1

|gtr(n)|+
N2∑
n=1

|f tr(n)|
∣∣∣∣2−|htr|2

σ2
>0. (45)

Assume that the RIS-related links are statistically independent
and follow the Rayleigh distribution, i.e., ht1 ∼ CN (0, ϱt1I),
h1r ∼ CN (0, ϱ1rI), ht2 ∼ CN (0, ϱt2I), and h2r ∼
CN (0, ϱ2rI). As min(N1, N2) → ∞, we have

∆SINRc → pc

σ2

(
N1

πϱt1ϱ1r
4

+N2
πϱt2ϱ2r

4

)2
. (46)

Proof: The performance gap (45) is readily to
obtain based on (42) and (44). Besides, we have∑N1

n=1 |gtr(n)| =
∑N1

n=1 |ht1(n)||h1r(n)|. As N1 → ∞,

we have
∑N1

n=1 |ht1(n)||h1r(n)|
N1

→ πϱt1ϱ1r
4

. Therefore,

equation (46) can be achieved. The proof is thus completed.

Theorem 3 verifies that our proposed double-RIS-assisted
communication radar coexistence system outperforms the
conventional system with assuming sufficiently large radar
transmit power. Moreover, the performance gap quadratically
increases with the number of reflecting elements under the
assumption of Rayleigh fading channels.

C. Special Case 2: Low Radar Power

In this special case, the radar has low transmit power budget
Pmax. According to Theorem 1, the interference is high and
dominates the communication SINR performance. Thus, we
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Algorithm 3: Proposed Low-Complexity Algorithm.

1 % Large radar power case
2 Obtain ϕ1 and ϕ2 according to (40) and (41);
3 Obtain uk and wk according to (36) and (37);
4 Calculate SINRc,H ;
5 % Low radar power case
6 Obtain ϕ1 and ϕ2 by solving problem (47);
7 Obtain uk and wk according to (36) and (37);
8 Calculate SINRc,L;
9 if SINRc,H ≥ SINRc,L then

10 Output SINRc,H .
11 else
12 Output SINRc,L.
13 end

focus on reducing the interference between the communication
transmitter and the radar as well as that between the radar and
the communication receiver by optimizing ϕ1 and ϕ2, as

min
ϕ1,ϕ2

∣∣∣∣∣∣hH
sr + ϕT

2 Hsr

∣∣∣∣∣∣2 + ||hts +Htsϕ1||
2
,(47a)

s.t. |ϕ1(n)| = 1, |ϕ2(n)| = 1, ∀n. (47b)

This problem aims at minimizing the power of the interfer-
ences and it can be solved directly by using the BCD method,
where we optimize ϕ1(n),∀n and ϕ2(n),∀n sequentially. In
each iteration, the solutions for ϕ1(n) and ϕ2(n) can be
obtained similar to (29) and (31), and thus the details are
omitted for brevity. After obtaining the beamforming vectors at
the RISs, the radar transmit and receive beamforming vectors
can be designed according to Lemma 2.

D. Low-Complexity Algorithm
Combining these two cases, we can design a low-complexity

algorithm for solving problem (10) as presented in Al-
gorithm 3. Firstly, we obtain the communication SINR
in two cases, denoted by SINRc,H and SINRc,L. In the
case of large radar power, the joint beamforming de-
sign can be obtained by Lemma 2 and Lemma 3. In
the case of low radar power, the BCD method can be
adopted to obtain the solution of the beamforming vec-
tors. Then, by comparing values of SINRc,H and SINRc,L,
we determine the final communication SINR. The corre-
sponding computational complexity of Step 2–Step 4 is

O
(
M(N1 +N2 +K) +K log

I0
ϵ

)
and that of Step 6–Step

8 is O
(
ILmax(N

2
1 +N2

2 ) +M(N1 +N2 +K) +K log
I0
ϵ

)
with ILmax being the maximum number of iteration for solving
problem (47). Based on the complexity mentioned above,
Algorithm 3 can provide lower complexity than the PDD-
based algorithm, and their performance will be verified via
simulations.

V. SIMULATION RESULTS

In this section, we verify the effectiveness of the pro-
posed joint beamforming design algorithms in the double-RIS-

assisted communication radar coexistence system.

A. Simulation Setup

We consider a double-RIS-assisted communication radar
coexistence system as shown in Fig. 3. The central points of
the transmitter, receiver, RIS 1, RIS 2, and radar are located
at (0, 0), (90, 0), (0, 3), (90, 3), and (45, D) in meter (m),
respectively. The default setting of D is 20. Both RISs are
equipped with 100 reflecting elements, i.e., N1 = N2 = 100,
and the numbers of transmit and receive antennas for the radar
are 12, i.e., M = 12. The antenna spacing is set as λo/2,
i.e., ∆ = λo/2. The frequency considered in the simulation
is 2.4 GHz. The large-scale fading of the wireless channel is
modelled as

L(d) = 32.6 + 36.7 log(d), (48)

where d denotes the individual link distance in meter (m). As
for the small-scale fading, it follows Rician fading, which is
modelled as

H =

√
ε

1 + ε
aMr (θr)aMt(θt)T +

√
1

1 + ε
H0, (49)

where ε is the Rician factor, Mr is the number of receive
antennas (or reflecting elements), M t is the number of transmit
antennas (or reflecting elements), θr and θt are corresponding
azimuth angles, and H0 is the non-line-of-sight component
whose entries follow the distribution CN (0, 1). We set ε = 9
dB for the communication-related links, i.e., htr, ht1, H12,
h1r, ht2, and h2r, and set ε = 3 dB for the interference-
related links, i.e., hts, hsr, H1s, and Hs2. Besides, equation
(49) becomes a Rayleigh fading channel model when ε is set
as 0. The transmit power of the communication transmitter is
set as pc = 0.1 W and the noise power is 10−13 W. As for
the radar, there are 8 detection directions in the radar system,
that is −π

3
,−π

4
, · · · , π

4
, and the PRI is 10, i.e., L = 10. The

ratio of |αk|2 to noise power is set as
|αk|2

σ2
= −12 dB, ∀k.

The total transmit power for 8 directions is set as 10 W and
the SINR requirement is 10 dB for each direction.

B. Algorithm Investigation

First of all, we show the convergence behavior of the
proposed PDD-based algorithm versus the iteration number of
the outer loop as shown in Fig. 4. From the curves, we observe
that the proposed algorithm achieves the convergence within
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Fig. 3. Simulation layout (top view).
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Fig. 4. Convergence behavior of the proposed PDD-based algorithm.
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Fig. 5. Normalized beampattern comparison.

about 10 iterations, which demonstrates a fast convergence
rate. Meanwhile, the value of the constraint violation indicator,
referring to h(X) in (34), decreases to around 10−10. It con-
firms that the solution obtained by the PDD-based algorithm is
feasible to the original problem. Furthermore, as the iteration
continues, the value of the constraint violation indicator is less
than 10−14.

Next, we plot the normalized beampatterns of the analyzed
algorithms when the detection direction is 0 degree and
compare them with the beampattern of a conventional radar
system without communication, i.e., uk = a∗(θk). We observe
that the main lobes of these approaches are almost the same,
which indicates that our radar beamforming design has little
loss. Besides, the side lobes obtained by the proposed two
algorithms are different from that of a∗(θk) for better sup-
pressing the interference from the radar to the communication
receiver.

C. Performance Comparison

To show the performance improvement, we consider the
following two benchmark schemes.

• Random phase design: the phase shift of reflecting ele-
ments is randomly generated by following the uniform
distribution within [0, 2π) and the radar beamforming
vectors are designed according to (36) and (37).

• Conventional system: there is no RIS in the radar and
communication coexistence system and the radar beam-
forming vectors are designed according to (36) and (37).
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Fig. 6. Communication SINR versus Pmax.
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Fig. 7. Successful probability of a feasible solution versus Pmax.

Fig. 6 plots the effect of the total radar transmit power, i.e.,
Pmax, on the communication SINR for the analyzed schemes.
Besides, we also provide the results of the communication-
centric design and the interference cancellation design. The
former aims at maximizing communication SINR without
considering the radar, and the latter aims at minimizing
the mutual interference. Note that the communication-centric
design is given in the special case of large radar power and
the interference cancellation design is given in the special case
of low radar power. First of all, the communication SINRs
of the four schemes all increase with Pmax. Secondly, the
communication-centric design shows the high communication
SINR under a large radar power budget, and the interference
cancellation design shows the high communication SINR
under a low radar power budget. Since the low-complexity
algorithm is the combination of two designs, it achieves a high
communication SINR with any value of radar power budget.
Thirdly, we can see that the PDD-based algorithm achieves the
best performance under low Pmax while the low-complexity
algorithm achieves the best performance under high Pmax. We
should note that the average minimum Pmax that satisfies the
condition for large radar power in equation (43) is 11.07 W
according to our simulation results. This value is close to the
intersection point of the “PDD” and “Low-complexity” curves.
When Pmax is higher than 11.07 W, the solution obtained by
the low-complexity algorithm is almost optimal according to
Lemma 2 and Lemma 3. This result also demonstrates the
high performance of the proposed two algorithms. Finally, the
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TABLE II
PERFORMANCE COMPARISON (N1 = 40)

Algorithm PDD-based Low-complexity
Communication-

centric
Interference
cancellation Random

Running time (s) 0.7135 0.0237 0.0105 0.0132 0.0101
Communication SINR (dB) 11.37 10.34 8.54 8.97 6.66
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Fig. 8. Communication SINR versus N1 (N2).

performance of the random design is similar to that of the
conventional system since deploying RISs with random phase
shifts enhances the communication signal and interference
simultaneously.

In the meanwhile, as shown in Fig. 7, we study that the
effect of Pmax on the successful probability of a feasible
solution. It can be seen that the PDD-based algorithm achieves
the best successful probability followed by the proposed low-
complexity algorithm, which validates the effectiveness of the
proposed algorithms. Besides, the probability increases with
Pmax since the radar SINR requirement is easier to be satisfied.

The comparison of the running time and the achieved
communication SINR between the proposed and benchmark
algorithms with N1 = 40 is shown in Table II. We can see
that all algorithms have a low running time and the proposed
algorithms significantly outperform the benchmark algorithms.
Besides, the low-complexity algorithm costs less running time
than the PDD-based algorithm.

In Fig. 8, we investigate the effect of the number of
reflecting elements. There are three curves for the PDD-based
algorithm or low-complexity algorithm, namely, N1 = N2

(i.e., two RISs), N1 = 0 (i.e., only one RIS deployed near
the receiver), and N2 = 0 (i.e., only one RIS deployed
near the transmitter). We can see that the double-RIS-assisted
system with the PDD-based algorithm (or the low-complexity
algorithm) outperforms the conventional systems with different
values of N1 (or N2) and the performance gap between them
increases with N1 (or N2). With more reflecting elements, the
passive beamforming gain brought by the RIS for communica-
tion increases and the interference can be further suppressed.
This demonstrates that introducing RISs to the communication
radar coexistence system improves performance. Furthermore,
compared with the single-RIS-assisted system, the interference
can be better suppressed in the proposed double-RIS-assisted
system, which shows the necessity of deploying two RISs.
Besides, it can be seen that placing a RIS near the receiver
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10

15

20

Fig. 9. Communication SINR versus γr .

is more efficient than placing a RIS near the transmitter since
the RIS can directly reduce the interference from the radar to
the communication receiver.

In Fig. 9, we show the communication SINR versus the
radar SINR requirement, i.e., γr. We can see that commu-
nication SINR remains almost unchanged when γr is low
but decreases with γr when γr is high. It is because that
when γr is low, the radar transmit power is adequate and
the interference can be well suppressed. As γr increases,
more radar transmit power is utilized to maintain the radar
SINR and less power is utilized to suppress the interference
from the radar to the communication receiver, which leads to
the decrease of the communication SINR. Moreover, the two
proposed algorithms also show better performance than other
algorithms.

The impact of the radar location, i.e. (45, D), on the
communication SINR under both Rayleigh fading and Rician
fading channels are shown in Fig. 10 and Fig. 11, respec-
tively. For Rayleigh fading channels, the interference channel
between the radar and the communication transmitter/receiver
is dominated by the distance, i.e.,

√
452 +D2. As D increases,

the large-scale fading increases and the interference channel
gain decreases, which leads to the increase of communication
SINR. Moreover, the performance difference between the
PDD-based algorithm and low-complexity algorithm decreases
with D. It is because that the effect of interference becomes
smaller with D and thus the radar transmit power becomes
sufficiently large. Regarding the Rician fading channels, the
interference channel is affected by the distance and azimuth
angle. The former causes that the communication SINR has
an increasing trend with D approximately as shown in Fig.
11, and the latter influences the small-scale fading and results
in the fluctuations of the communication SINR. Specifically,
when D is in the range of [25, 30], the communication perfor-
mance is higher than that of other values of D. It is because
the radar beamforming vector is orthogonal to the interference
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Fig. 10. Communication SINR versus D under the assumption of Rayleigh
fading channels.
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Fig. 11. Communication SINR versus D under the assumption of Rician
fading channels.

channel in this case and thus the interference between the radar
and the communication receiver can be well suppressed.

Considering the finite phase shift of the RIS in practice, we
can discretize the continuous phase shifts of the RIS. Let b
denote the number of quantization bits and then the set of dis-
crete phase shifts is M =

{ mπ

2b−1
|m = 0, 1, 2, · · · , 2b − 1

}
.

Let {ϕ⋆
1(n),ϕ

⋆
2(n)} denote the solution obtained by the PDD-

based algorithm (or the low-complexity algorithm). Then, the
discrete phase shifts are given by

ϕ̂1(n) = argmin
{ϕ∈M}

{|ϕ− ϕ⋆
1(n)|} , (50)

ϕ̂2(n) = argmin
{ϕ∈M}

{|ϕ− ϕ⋆
2(n)|} . (51)

The effect of the number of quantization bits on the communi-
cation SINR is shown in Fig. 12. We can see that as the number
of quantization bits increases, the communication SINR ob-
tained by our proposed algorithms with discrete phase shifts
increases and approaches the communication SINR under the
continuous condition. When the number of quantization bits
is more than 3, the performance with discrete phase shifts is
almost the same as that of continuous phase shifts. This verifies
the effectiveness of our proposed algorithm in practice.

VI. CONCLUSION

In this paper, we have investigated the double-RIS-assisted
communication radar coexistence system to further enhance
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Fig. 12. Communication SINR versus the number of quantization bits b.

the communication signal and suppress the interference, where
two RISs are placed near the communication transmitter and
receiver, respectively. To this end, a communication SINR
maximization problem has been formulated subject to con-
straints of the radar SINR requirement and the radar trans-
mit power limitation. To deal with the nonconvex objective
function and nonlinear constraint, a double-loop PDD-based
algorithm has been proposed. Specifically, the inner loop
solves the AL problem via the CCCP method while the outer
loop updates the AL multipliers or the penalty factor. To
gain more insights, we studied two special cases of large
radar power and low radar power. In the first case, we
derived the optimal joint beamforming design and showed
the performance gain by comparing the proposed system with
the conventional system without RIS. In the second case,
the mutual interference was minimized via the BCD method.
By combining two cases, a low-complexity algorithm was
developed. Finally, numerical results were presented to verify
the effectiveness of the proposed system and two algorithms.

For simplicity, we only considered one transmitter and one
receiver, and they are both equipped with a single antenna. In
the general scenario, there may be multiple receivers, and the
transmitter and receivers are usually equipped with multiple
antennas. Thus, the joint design of the transmitter/receiver
beamforming, the RIS passive beamforming, and the radar
beamforming is a critical problem to investigate in the future.

APPENDIX A
DETAILS OF CCCP ALGORITHM

In this appendix, we show the detailed derivation of solving
subproblems (26) and (27).

A. Optimal Solution to Subproblem (26)

The Lagrange function of subproblem (26) can be expressed
as

L =|xk −wH
k qk + ρλk,1|2 + |yk −wH

k f + ρλk,2|2

+ µk

(
γr
(
σ2 |wk|2 + pc |yk|2

)
+ |αk|2

∣∣∣x(j)
k

∣∣∣2
− 2|αk|2ℜ

((
x
(j)
k

)∗
xk

))
, (52)
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where µk ≥ 0 is the Lagrange multiplier associated with
constraint (22). By examining the Karush-Kuhn-Tucker (KKT)
conditions, we obtain

∂L
∂wk

=− 2
(
xk −wH

k qk + ρλk,1

)H
qk + 2µkγ

rσ2wk

− 2
(
yk −wH

k f + ρλk,2

)H
f = 0, (53)

∂L
∂xk

=2
(
xk −wH

k qk + ρλk,1

)
− 2µk|αk|2x(j)

k = 0, (54)

∂L
∂yk

=2
(
yk −wH

k f + ρλk,2

)
+ 2µkγ

rpcyk = 0, (55)

µk

(
γr
(
σ2 |wk|2 + pc |yk|2

)
+ |αk|2

∣∣∣x(j)
k

∣∣∣2
−2|αk|2ℜ

((
x
(j)
k

)∗
xk

))
= 0. (56)

Then, we can discuss the solution based on the value of µ⋆
k

as follows.
Case 1: If µ⋆

k = 0, the optimal solution satisfies x⋆
k =

(w⋆
k)

H
qk − ρλk,1, y⋆k = (w⋆

k)
H
f − ρλk,2, and equation

(55). With simple mathematical calculation, we can derive the
following solution

w⋆
k =

(
γrσ2I + γrpcffH

)−1

×
(
γrpcρλ∗

k,2f + |αk|2
(
x
(j)
k

)∗
qk

)
. (57)

Case 2: If µ⋆
k ̸= 0, the optimal solution can be given by

w⋆
k =

(
µ⋆
kγ

rpc

1 + µ⋆
kγ

rpc
ffH + µ⋆

kγ
rσ2I

)−1

×
(
|αk|2

(
µ⋆
kx

(j)
k

)H
qk +

µ⋆
kγ

rpc

1 + µ⋆
kγ

rpc
ρλ∗

k,2f

)
, (58)

x⋆
k = (w⋆

k)
H
qk − ρλk,1 + µk|αk|2x(j)

k , (59)

y⋆k =
(w⋆

k)
H
f − ρλk,2

1 + µ⋆
kγ

rpc
, (60)

where µ⋆
k can be obtained when the equality is achieved in

the constraint (22) via the bisection search.

B. Optimal Solution to Subproblem (27)

The Lagrange function of subproblem (27) can be expressed
as

L =|v|2
K∑

k=1

∣∣pHuk

∣∣2 + 1

2ρ

K∑
k=1

|hH
k uk − xk − ρλk,1|2

+ λ̃

(
K∑

k=1

||uk||2 − Pmax

)
, (61)

where λ̃ ≥ 0 is the Lagrange multiplier for constraint (10c).
By examining the KKT conditions, we obtain

∂L
∂uk

=2|v|2
(
pHuk

)
p+ 2λ̃uk

+
1

ρ

(
hH
k uk − xk − ρλk,1

)
hk = 0, ∀k, (62)

λ̃

(
K∑

k=1

||uk||2 − Pmax

)
= 0. (63)

Then, we can discuss the solution based on the value of λ̃⋆ as
follows.

Case 1: If λ̃⋆ = 0, the optimal solution satisfies that
pHu⋆

k = 0, hH
k u⋆

k − xk − ρλk,1 = 0, and
∑K

k=1 ||u⋆
k||2 ≤

Pmax. Therefore, the optimal solution can be given by

u⋆
k=

xk + ρλk,1

||p||2||hk||2−|pHhk|2
(
||p||2hk − pHhkp

)
,∀k. (64)

Case 2: If λ̃⋆ ̸= 0, according to (62) and (63), the optimal
solution can be given by

u⋆
k=

(
v2ppH+

1

2ρ
hkh

H
k + λ⋆I

)−1
1

2ρ
(xk+ρλk,1)hk, (65)

where λ̃⋆ satisfies
∑K

k=1 ||uk||2 = Pmax and can be obtained
via the bisection search.

APPENDIX B
PROOF OF LEMMA 2

First of all, we can optimize wk since it only appears in the
constraint (10b) and the optimal solution wR,⋆

k can be derived
by utilizing the Rayleigh quotient maximization [39], as

wR,⋆
k =

(
σ2I + pcĥtsĥ

H

ts

)−1

a(θk)a
T (θk)uk. (66)

With wR,⋆
k , the problem (10) can be equivalently transformed

into the following problem:

max
uk

∑
k

∣∣∣ĥH

sruk

∣∣∣2 , (67a)

s.t.
∣∣aT (θk)uk

∣∣2 ≥ γ̂r
k, ∀k, (67b)∑

k

||uk||2 ≤ Pmax. (67c)

Then, we can rewrite uk as the linear combination of the
a(θk), ek, and rk, that is

uk = ηk,1a
∗(θk) + ηk,2ek + rk, (68)

where rHk satisfies rHk a(θk)
∗ = 0, rHk ek = 0. Problem (67)

can be simplified to

max
{ηk,1,ηk,2}

∑
k

∣∣∣ĥH

sra
∗(θk)ηk,1 + ĥ

H

srekηk,2

∣∣∣2 , (69a)

s.t. |ηk,1|2 ≥ γ̂r
k, ∀k, (69b)∑

k

(
|ηk,1|2 + |ηk,2|2

)
≤ Pmax. (69c)

By applying the method of Lagrange multiplier and KKT
conditions, we can obtain the following optimal solution to
problem (69)

η⋆k,1 =
√
γ̂k, (70)

η⋆k,2 =


− ĥ

T

sre
∗
kĥ

H

sra
∗(θk)

|ĥ
T

sre
∗
k|2 + λ̂⋆

√
γ̂k, if |ĥ

T

sre
∗
k| ≠ 0,

0, if |ĥ
T

sre
∗
k| = 0,

∀k,

(71)
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where λ̂⋆ ≥ 0 is the optimal Lagrange multiplier for constraint
(69c) and it satisfies the complementary slackness condition

λ̂⋆

(
K∑

k=1

(∣∣η⋆k,1∣∣2 + ∣∣η⋆k,2∣∣2)− Pmax

)
= 0. (72)

Based on the above, the optimal solution can be summarized
in Lemma 2.

APPENDIX C
PROOF OF THEOREM 1

The interference from the radar to the communication
receiver is given by

K∑
k=1

∣∣∣ĥH

sra
∗(θk)ηk,1 + ĥ

H

srekηk,2

∣∣∣2
=
∑
k

γ̂k

∣∣∣ĥH

sra
∗(θk)

∣∣∣2 ∣∣∣∣∣1− |ĥ
T

sre
∗
k|2

|ĥ
T

sre
∗
k|2 + λ̂⋆

∣∣∣∣∣
2

, (73)

which increases with λ̂⋆. Meanwhile, the complementary
slackness condition for λ̂⋆ can be rewritten as

λ̂⋆

 K∑
k=1

γ̂k

1 +

∣∣∣ĥT

sre
∗
kĥ

H

sra
∗(θk)

∣∣∣2(
|ĥ

T

sre
∗
k|2 + λ̂⋆

)2
− Pmax

 = 0.

(74)
From the above equation, we can find that as Pmax increases,
λ̂∗ decreases to satisfy to the complementary slackness con-
dition, and λ̂∗ becomes zero when Pmax is large enough. As
a result, the interference from the radar to the communication
receiver decreases to zero with Pmax. Then, we can conclude
the relationship between the communication SINR and the
radar power budget as shown in Theorem 1.
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